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Since Eigler’s group and others imaged the surface state
oscillations on (111) surfaces of coinage metals1�3 and

showed that they can be confined in corrals set up from adsorbed
atoms or molecules4�7 two decades ago, their aesthetic appeal
and fundamental physics have captivated the general public and
surface scientists alike. In the meantime, evidence has been found
that surface state scattering mediates interadsorbate interactions
that favor particular separations or atomic patterns.8�22 Here we
show results that arguably close the circle begun with the
formation of quantum corrals: the self-assembly of molecules
into a regular porous network driven by optimization of the
electronic quantum dot character of the surface state inside the
pore. Thus, we find that quantum corrals, originally painstakingly
assembled one atom at a time, can self-assemble in a molecular
system driven by optimization of the quantum dot character of
the enclosed electrons. While the effect of confinement on
electronic states has been noted often, the idea that closed-shell
“noble-gas”-like configurations have greater stability represents a
new ordering principle in surface science. Molecular pores at
surfaces can in turn serve to elucidate fundamental physics of
adsorbates in confinement, as shown in refs 23�25.

Anthraquinone (AQ) molecules adsorb on Cu(111) into a
molecular network that spans pores of ∼4 nm in diameter
(Figure 1a). This network is stable up to ∼190 K. Underlying

the formation of AQ chains and pinwheel vertices are attrac-
tive, short-range hydrogen bonds, which were measured to be
∼50 meV,26 i.e., ∼100 meV per AQ�AQ bond; a very crude
quantum chemical calculation gave a number of the same mag-
nitude.28,5 When we originally encountered this network,19 we
ascribed its formation to a competition between these attractions
and an unspecified long-range force preventing aggregation into
a compact pattern. Strikingly, this network is not only open but
also very regular (the Supporting Information shows a portion of
a network island consisting of 146 regular pores, with the only
irregular ones (7) located at the island edge), suggesting that
the effect causing pore formation favors one specific pore shape
and size (a regular hexagon with three molecules per side): pores
that havemore or fewer than threemolecules on any of their sides
are typically present only to accommodate molecules pinned at
surface defects such as step edges. A possible explanation of the
observed size makes use of the oscillatory interaction mediated
by the surface state on Cu(111),27 which is much longer range
than the analogous interaction mediated by bulk states,20,28�30

Monte Carlo simulations based on this perspective in a simplified
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ABSTRACT: Anthraquinone self-assembles on Cu(111) into a
giant honeycomb network with exactly three molecules on each
side. Here we propose that the exceptional degree of order
achieved in this system can be explained as a consequence of the
confinement of substrate electrons in the pores, with the pore
size tailored so that the confined electrons can adopt a noble-
gas-like two-dimensional quasi-atom configuration with two
filled shells. Formation of identical pores in a related adsorption
system (at different overall periodicity due to the different
molecule size) corroborates this concept. A combination of
photoemission spectroscopy with density functional theory computations (including van der Waals interactions) of adsorbate�
substrate interactions allows quantum mechanical modeling of the spectra of the resultant quasi-atoms and their energetics.
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model could account generically for some of the experimental
observations but were not fully satisfactory.31 Also, at very low
coverages only straight molecular rows are formed; virtually no
vertices can be found suggesting that their presence is stabilized by
the pore formation.

Lobo-Checa et al.32 found that confinement of the surface
state in a molecular network through scattering from organic
molecules33 can give rise to quantized electronic states, a concept
further explored by Barth’s group34 and related to speculations
about the stability of islands in metal epitaxy.35 Given the high
mobility of AQ on Cu(111),26,36 we suggest that optimization of
the electronic structure of the confined surface electrons, as 2D
quantum dots with a closed-shell orbital configuration, is the
foundation for the porous ordering of these films. In support of
this proposition we find the formation of a network with virtually
identical pores by substantially larger molecules (pentaquinone,
PQ), requiring a different superlattice periodicity.

In this paper we present a combination of scanning tunneling
microscopy (STM) and angle-resolved ultraviolet photoemission
spectroscopy (ARUPS) data with theoretical modeling. All experi-
ments use Cu(111) samples prepared by multiple sputtering and
annealing cycles followed by deposition of AQ or PQ from a glass
capillary. Synchrotron ARUPS experiments were conducted at
beamline 7.0.1 of the Advanced Light Source using a gradient
coverage created by gradually removing a shutter between deposi-
tion source and sample; STM experiments use homogeneous
coverages. Deposition occurred on a cryogenic sample, and
imaging proceeded after annealing to room temperatures. The
modeling of the coupling between themolecular overlayer and the
copper surface was based on density-functional theory (DFT)
calculations using the PBE37 functional with the ultrasoft pseudo-
potential code DACAPO38 and including van der Waals interac-
tions via the vdW-DF2 exchange-correlation functional.39,40 The
Supporting Information provides more detail.

In order to understand the effect of molecular network forma-
tion of AQ on the Cu(111) surface state, we model its confine-
ment inside the pores not only for the experimentally observed
pore geometry but also for all other pore shapes that can be created
from AQ vertices and rows (even for pore shapes incompatible
with continuous tiling of the surface). On the basis of the 3-fold
symmetry of Cu(111), we begin with the eigenfunctions of a
particle-in-a-triangular-box, which we relax into the pore boundary
drawn by the locations of those AQ carbon and oxygen atoms

adjacent to the pore interior;33 we find the resultant energy
spectrum. The Supporting Information includes a table of the
properties (spectrum, geometry, eigenstates, etc.) of the 85 pores
considered; for reasons of practicality, we limit our survey to pores
whose longest molecular row is 6 or fewer units long.

The Cu(111) surface state’s band bottom E0 (relative to the
Fermi energy EF) and its effective electron mass m have been
established through ARUPS.41,42 On a bare Cu(111) surface the
surface state contains only a fraction γ of an electron per
substrate atom, where

γ ¼ mjE0jA0

πp2

with A0 the area per atom on Cu(111); i.e., the surface state
Fermi wave vector describes a circle much smaller than the
surface Brillouin zone.

Figure 1. (a) STM image of regular AQ network. Image parameters:
26 nm� 29 nm; bias�2.53 V; current 0.05 nA. (b, c) Single pore of AQ
(image parameters: 7.4 nm� 7.4 nm; bias�2.4 V; current 0.08 nA) and
corresponding model. (d, e) PQ pores (image parameters: 19 nm �
9 nm; bias �3.8 V; current 0.01 nA) and corresponding model.
(f) Superposition of PQ and AQ networks. The arrows show that the
periodicities of the AQ and PQ networks differ substantially but their
pore sizes are the same.

Figure 2. Graphs of electron deficit Δn for (a) AQ pores with no E0
shift, (b) AQ pore with the experimentally determined E0 shift included,
and (c, d) equivalent plots for PQ. The pores are listed in order of
increasing enclosed area, with regular hexagons shown in black. Colors
indicate the number of molecules on the longest side of a given pore
(mustard is 2, red is 3, purple is 4, green is 5, and blue is 6).
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From the area enclosed by each pore, we can thus learn how
many electrons the spectrum of the pore has to accommodate
below EF. Taking zero energy at our experimental surface state
band bottom of�418 meV, we find that the electronic spectra of
all possible pores have fewer levels below EF than needed.
Figure 2a plots this deficit (Δn) for all pores investigated in
order of increasing pore area; it shows significant modulation
since it depends on whether there are pore states just above or
just below EF. Again, all pores show an electron deficit.

Confinement of surface states is, however, not the only effect of
AQ adsorption. In the simplest picture, AQ adsorption increases
the surface dipole (due mainly to charge transfer to the more
electronegative quinone), increasing the work function and shift-
ing E0 up (relative to EF). We explored this phenomenon both
experimentally by ARUPS and theoretically.Measuring the surface
state dispersion on a sample as a function of the position in a
gradient coverage, we find the position of the band bottom relative
to EF as a function of the coverage (Figure 3) similar to Scheybal
et al.’s work on pentacene.43 Unlike themolecular system of Lobo-
Checa, et al.,32 which can only assemble in one porous fashion, our
ARUPS spectra do not show individual pore states, because several
geometric factors prevent a dominant fraction of any crystal from
being covered with a perfect AQ network (see discussion in
Supporting Information). DFT modeling is only possible at or
near the high coverage limit, because of the large slab thickness
(at least six layers of Cu) required to model the surface state
adequately. The green data points in Figure 3 correspond to
calculations for parallel AQ rows separated by 0, 1, 2 substrate
atomic spacings (3 � 5, 3 � 6, and 3 � 7 atoms supercells, see
Supporting Information) and attach seamlessly to our experi-
mental data set.

If the sole effect of AQ adsorption were the field due to the
enhanced surface dipole, we would expect a linear dependence
on coverage. This is qualitatively seen in Figure 3; to avoid
prejudication of our model, we use a five-point-average fit to
guide the eye; some nonlinearity is to be expected related to
differences in the local geometries and sample quality.

Different-size pores correspond to different AQ coverages
and, thus, different E0. This, in turn, changes the fraction of the
surface Brillouin zone corresponding to the occupied surface
state and hence, γ, which becomes coverage/pore dependent.

In this treatment we assume effects on m to be too small to be
significant, supported by our theoretical modeling. As a conse-
quence of the shift of E0, Figure 2a needs to be rescaled, resulting
in Figure 2b. Remarkably, the electron deficit Δn now vanishes
for one pore only: the pore observed experimentally, i.e., a regular
hexagon with three molecules per side. This invites the question:
Why is this pore different from all other pores?

To answer this question, we turn to the properties of 2D
quantum dots: in 1928 Fock solved the Schr€odinger equation for
a 2D quantum dot with noninteracting electrons confined by a
quadratic potential, resulting in successive shells that can accom-
modate 2, 4, 6, 8, ... electrons (including 2-fold spin degeneracy).44

Subsequently, it has been realized that this results in quantum dots
with exceptional stability for magic numbers, N = 2, 6, 12, 20, ..., of
electrons in filled-shell configurations (the equivalent of noble
gases).45,46 The lowest “orbital” corresponds to an orthogonal pair
of simple harmonic oscillators (SHOs) both in the ground state n1 =
n2 = 0, while the second orbital is doubly degenerate, with one SHO
in n = 0 and the other in the first excited state n = 1; the third has
either n1 = n2 = 1 or n1,2 = 2 and n2,1 = 0, etc. (Here we follow Fock’s
characterization in terms of two SHO quantum numbers n1,2

44

rather than a principal and an orbital quantum number as in
Darwin47 and Kouwenhoven et al.45,46)

Figure 4 shows on the left ordinate the spectrum of the regular
AQ pores and for the smallest regular pore the ground state and
for all other regular pores the “valence” shell orbital distribution.
The states are not perfectly degenerate, as this would require
4-fold or circular symmetry, which is not achievable with the 0�
or (120� angles between adjacent molecules in the pore walls.
Here the “valence” shell is the highest energy shell that is (at least
partially) occupied to accommodate the number of surface state
electrons originally present within the pore area. The local
density of states of the orbitals of the experimentally observed
pore has been confirmed by titration through CO adsorption, as
recounted in refs 23 and 24.

We calculate the total energies, relative to E0, of the electron
distribution of each pore when filled up to a closed-shell noble-
gas-like configuration and display them as dots referenced to the
energy scale on the right ordinate of Figure 4. Remarkably,
regular hexagons always have closed shells and have configura-
tions at or near the lowest energy for each filled shell. Moreover,
the experimentally observed pore geometry leads to the lowest
overall energy of a closed shell (Figure 4). Thus, in summary,

Figure 3. ARUPS measured coverage dependence of the surface state
band bottom E0 (red solid dots) and vdW-DF2 calculated coverage
dependence of the surface state minimum (green hollow dots). A five-
point average line is included to guide the eye. The inset shows the
ARUPS spectra for the clean surface and for the coverage 0.56 mono-
layer, with 1 monolayer (ML) being the close-packed coverage and the
vertical dotted line marking the coverage of the regular giant honeycomb
network (Figure 1a). With increasing coverage the surface state band
shifts up and loses spectral weight.

Figure 4. Electronic states (gray horizontal bars) of ideal hexagons with
two to six AQs per side (left y axis, relative toE0) and (for two AQs) their
ground state and (for three to six AQs) their “valence” shell orbitals (i.e.,
first to fourth shell). The Supporting Information lists the spectra of all
(not only the ideal hexagons) pores and all electronic states. The y axis
on the right indicates the total electron energy, again referenced to E0,
required to fill all orbitals up to the “valence” shell for each of the possible
AQ pores (same sequence and colors as in Figure 2a,b). Notably, the
experimentally observed one has the lowest energy.
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regular AQ pores on Cu(111) match the size that leads to closed-
shell 2D quantum dots, with nature choosing the pore that
corresponds to the lowest energy closed-shell quantum dot. The
dots are sufficiently large that two shells are filled, making the
quasi-atom picture more compelling than in previous studies of
laterally confined orbitals involving single orbitals.

Our evaluation uses no adjustable parameters and is robust
with respect to small variations of the precise location of the sur-
face state scattering and the shape of the E0 fit curve (linear,
square, five-point average).What we observe amounts to surface-
state-driven formation of self-tailored quantum corrals.While the
stabilization is not so large as to enable the formation of isolated
pores in sparsely covered regions (where, instead, molecular
rows form), it does provide an explanation for the surprising
regularity of the cells given the high entropy associated with
honeycomb cells in most physisorption systems.48

Since we could not directly observe these states in ARUPS, we
provide an indirect corroboration that the pore size/shape and
associated spectrum control the AQ self-assembly into a regular
porous network: to this end, we sought and discovered a different
adsorbate PQ with closely related substrate interactions (so that
the E0 vs coverage curve of Figure 3 is still valid) that assemble
into pores with the same size/shape/spectrum as AQ although
requiring a different lattice periodicity.

Deposition of PQ leads to a porous network on Cu(111) that
does not quite exhibit the perfect ordering of AQ but which
prominently features pores of virtually identical size and shape as
AQ (Figure 1d�f). Given the larger size and higher aspect of the
molecule, the vertex geometry is different from that of AQ and
the overall periodicity of the PQ network is substantially larger
(see superposition in Figure 1f). Due to the largermolecule body,
PQ molecules are found to interact with one another in a larger
variety of configurations leading to a far larger range of potential
pore configurations. Evaluating PQ networks in the samemanner
as for AQ, we find that all pores have an electron deficit in the
absence of the surface state band bottom shift (Figure 2c).
However assuming the same coverage-E0 shift relationship as
for AQ (with 1 ML coverage being a smaller number density of
molecules for PQ than AQ due to its larger size), we find that the
pores of Figure 1d,e stand out as having no electron deficit (along
with two others that do not tile and have a higher closed-shell
energy).While the effect is not quite so striking for PQ as for AQ,
it does corroborate the singular role of the pore shape/area
adopted by AQ and its ability to drive network formation.

Our picture leads to a variety of predictions: if the network is
indeed formed through coalescence of the surface state into
quantum dots, then modifications of its properties using alkalis
and halogens and (as Fock points out for the 2D SHO44) a
magnetic field may pose an avenue to varying the surface pattern.
Our description in terms of isolated 2D orbitals in each pore is
the simplest possible; our DFT calculations suggest that in
reality, some coupling between the pores, as envisioned by
Lobo-Checa et al.32 for smaller pores and narrower “walls”, is
likely to occur and should help stabilize the regularity of the giant
honeycomb network. Readers familiar with semiconducting
quantum dots may be concerned with the Coulomb repulsion
between electrons in the pores, which scales with the reciprocal
of the capacitance. On a metal surface, however, screening makes
the capacitance enormous and the associated splitting negligible.

In conclusion, we have found not only that the surface state
can be captured in quantum corrals but that the surface state itself
can also be the driving force behind the formation of corrals that

are minutely tailored to optimize the quantum dot character of its
electronic setup, leading to coral shapes that are uniform across
different adsorbate periodicities. Thus, what started as a survey of
their aesthetics finally was realized to be a tool for surface
patterning.
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A) Details of Density Functional Theory Work 

The modeling of the coupling between the molecular overlayer and the copper surface is based 

on density-functional theory (DFT) calculations using the PBE functional 1 with the ultrasoft 

pseudopotential code DACAPO 2. To consider the coverage dependence, we set up chains of 

AQs similar to the edges of the pores depicted in Fig. 1 in the manuscript, with different 

separations between the adjacent chains. Using periodic-boundary conditions and copper slabs 

six layers thick, topped by 18 Å of vacuum, we placed a single AQ molecule in 3×5, 3×6, and 

3×7 unit cells of Cu(111) (Fig. S1 a,b,c respectively). 

The height of the AQ above the substrate (3.55 Å) was set to that that of a para-benzoquinone 

molecule as determined in a non-self consistent vdW-DF23,4 calculation. A plane-wave energy 

cutoff of 400 eV, and corresponding density cutoff of 500 eV, and a 3×2×1 Brillouin zone 

sampling were used to obtain the electronic structure. Based on this result, the Kohn-Sham 

surface-state wave functions and eigenvalues at the Γ  point were calculated separately for 

enhanced accuracy. In turn, the surface-state shift and wave-functions were extracted based on 

appropriate linear combinations of the Kohn-Sham orbitals5.  

We also note that the dependence of the effective mass on an applied field such as the dipole 

moment of adsorbates is found to be only ¼ of that of E0, supporting the use of the simplifying 

assumption of an invariant surface state mass in the manuscript 5. 



 

a) b) c)

 

Fig. S1 Geometry used in modeling of the surface state band edge as a function of the coverage. Color coding 
represents the density of states of the surface state and reflects its reduction at the location of the molecules.  

B) Why AQ pore states cannot be observed in ARUPS 

At first glance, the model presented in the manuscript may appear to predict ARUPS spectra that 

show discrete AQ pore states.  Ordered AQ networks are, however, best prepared on terraces 

which carry a substoichiometric coverage of AQ. Fig. S3a shows an example: the molecular 

network contains 146 regular pores on 4080 nm2 terrace area; the coverage is 41% of the 

nominal AQ coverage of the regular network. At 9.6 nm2 enclosed within each pore, this results 

in only 35 % of the surface area being the inside of regular pores. 

a) b) c)

 

Figure S3 (a). Large Cu(111) terrace with regular AQ honeycomb at 41% coverage (image parameters: 85 nm × 57 

nm; Bias –2.5 V; Current 0.05 nA). (b) Typical Cu(111) terrace with 7 regular honeycomb pores and many irregular 

pores caused by pinning at edges at a 78% of the nominal honeycomb coverage (image parameters: 27 nm × 27 nm; 

Bias –2.7 V; Current 0.1 nA (c) Largely irregular pore structure due to a small excess coverage (20%) of AQ on 

Cu(111) (image parameters:  31 nm × 18 nm; Bias –1.7 V; Current 0.1 nA). 

If a larger coverage is chosen, AQ molecules pinned at kinks and step edges serve as the origin 

of AQ rows. If the AQ coverage is not significantly short of the optimal coverage, the network 



 

will try to incorporate these rows by forming odd-shaped pores to accommodate their arbitrary 

origins. Consequently, a boundary of irregular pores surrounds a domain of regular pores on a 

terrace. Fig. S3b shows an array of pores on a 590 nm2 terrace at a coverage of 78% of the 

nominal honecyomb coverage. In order to incorporate molecules pinned at step edges and kinks, 

numerous odd-shaped pores are necessary, resulting in only 6 central pores (and one towards the 

bottom left) being regular. Thus, the fraction of the surface area inside regular pores is 7x 9.6 

nm2/ 590 nm2 = 11%.  

If a slightly excessive coverage is used, the film will try to incorporate all AQ molecules in the 

network by creating smaller pores where necessary. Given the weak dependence of coverage on 

pore size, a large fraction of undersized pores are necessary to accommodate even a small excess 

coverage. These undersize pores, however, disrupt the overall film geometry, requiring further 

odd-shaped pores for their incorporation. This leads to a small fraction of regular pores on a 

surface, once optimal coverage is exceeded. Fig. S3c shows a terrace with a coverage of 120% of 

the nominal one of the honeycomb network. Clearly, many smaller-size pores are found, and 

only 13% of the surface area is covered with the interior of optimal pores. 

Given the large area of each pore of 17 nm2 (including the surrounding molecules), most terraces 

on our (typical) Cu(111) crystals are not wide enough to have many regular pores away from 

step edges. For surface-integrated ARUPS measurement, there is one more aggravating factor: 

while the area coverable with regular AQ pores scales linearly with terrace size, the area required 

to separate the film from step edges/kinks scales with the circumference of the terraces, i.e. the 

square root of the terrace area. Consequently, optimal coverage (including leaving space for the 

separation area) depends on the terrace size and, thus, can only be right in one preparation for 

one particular size (and shape) of terrace. 

 In combination, only a modest fraction of the average surface area will be covered with regular 

pores, explaining why ARUPS shows an average behavior of the surface state but no undispersed 

features or gaps, consistent with Fig. 3 of the manuscript. The ability to form pores of a large 

number of different sizes/shapes sets this system apart from the network investigated by Lobo-

Checa6 and, arguably, renders the formation of an ordered network an even more remarkable 

occurrence.  The pores are also notably larger than those found by Klappenberger et al. 7, so that 



 

more than one dot orbital is confined in the cell, as well as that observed by Silly et al.,8 which 

has considerably more complicated geometry. 

C) Electronic States of AQ and PQ Pores  

Electronic spectra were calculated for all AQ and PQ pores possible for the nearest neighbor 

interactions shown in Fig. 1 of the manuscript irrespective of their ability to tile the surface. 

Calculations involve an iterative algorithm further described in Ref.9. An equivalent of Fig. 4 of 

the manuscript for PQ is shown for completeness below. The properties of PQ pores qualitatively 

resemble those of AQ pores. The two additional PQ pores of Fig. 2d with vanishing electron 

deficit have higher total energy than the experimental one, and their geometry does not lend itself 

to tiling of a surface. 
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Fig. S2 Electronic states (grey bars) of ideal hexagons with 2-6 PQs per side (left y-axis, relative to E0) and (for 2 

AQ) their ground state and (for 3-6 AQ) their ‘valence’ shell orbitals (i.e. 1st-4th shell).  Supporting Matierals Tables 

list the spectra of all (not only the ideal hexagons) pores and all electronic states. The y-axis on the right indicates 

the total electron energy, again referenced to E0, required to fill all orbitals up to the ‘valence’ shell for each of the 

possible PQ pores (same sequence as in Fig. 2c,d). Notably, the experimentally observed one has the lowest energy. 

Separate supporting information lists the electronic states of AQ and PQ for all pores addressed 

in the order of Figs. 2 & 4 of the manuscript, i.e. in order of increasing pore area. Electronic 

states that are within 10 meV from one another are drawn as degenerate for clarity in reference to 

solutions of the 2D harmonic oscillator with circular symmetry. Due to the difference between 

the vertex-to-vertex and side-to-side cross section of a hexagon, even the solutions for a 

perfectly-regular hexagon are not degenerate, in contrast e.g. to the phonon dispersion on a 

hexagonal lattice. 
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